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Abstract

Through fine tuning a language model on pathology report text 
alone, we can achieve 95% prediction accuracy of the top 5 most 
common CPT codes on our dataset. We also show the utility of 
conformal prediction, which allows us to raise our accuracy to 
99.0% when we allow the model to abstain on making a prediction 
on 24% of the data. This is a value that is determined by a separate 
threshold on the scalar value of the predictor on the 
aforementioned validation set.

• Large Language Models (LLMs) promise efficiencies, but many applications are 
high-stakes, such as CPT procedure coding from Pathology reports.

• We introduce a calibration procedure called “Conformal Prediction (CP)” that 
measures experimental uncertainty in the classification process.

• We use holdout data to adapt a 95% accurate LLM CPT coder into a selective 
99% accurate coder (without modifying any weights).

E

1. Allowing models to abstain allows differential automation of easy tasks.
2. LLMs with CP are a promising salve for the complexity of CPT coding.
3. No threshold effect of AI performance on AI utility in applications 
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1 Large Language Models:
as Medical Coders[1]
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2 Big Picture of Conformal Prediction:
Creating statistically rigorous uncertainty sets.
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Putting it together: Conformal Coding with an LLM

[Equation*]
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Validity ⍺ + Confidence δ à n Samples

0.940.860.82 1-⍺ 0.98

±δ

Validity pdf

Model Calibration
Specified Validity 1 - ⍺ = 0.99 
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Case Study 1
 C(X)  =  { III, V }   Text: “The specimens are received in two formalin filled…Gallbladder…Liver…” 
      Background: Liver biopsy specimens are coded 88307 – lvl V while galbladder is coded 88305 – lvl 3
      Interpretation: Predictive uncertainty stems from conflicting evidence: in reality both codes apply

Case Study 2
 C(X)  =  { III, IV }  Text: “Specimen is… ‘Mitrofanoff stoma polyp’…”
      Background: Coding for Nasal Polyp and GI Polyp is different
      Interpretation: Predictive uncertainty stems from lack of information about site
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